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Abstract

Generating longer textual sequences when condi-
tioned on the visual information is an interesting
problem to explore. The challenge here prolifer-
ate over the standard vision conditioned sentence-
level generation (e.g., image or video caption-
ing) as it requires to produce a brief and coher-
ent story describing the visual content. In this
paper, we mask this Vision-to-Sequence as Graph-
to-Sequence learning problem and approach it
with the Transformer architecture. To be spe-
cific, we introduce Sparse Graph-to-Sequence
Transformer (SGST) for encoding the graph and
decoding a sequence. The encoder aims to di-
rectly encode graph-level semantics, while the
decoder is used to generate longer sequences. Ex-
periments conducted with the benchmark image
paragraph dataset show that our proposed achieve
13.3% improvement on the CIDEr evaluation mea-
sure when comparing to the previous state-of-the-
art approach.

1. Introduction

Most of the methods which address vision conditioned tex-
tual sequence generation have concentrated on shorter se-
quences (e.g., phrase or sentence). Usually, these methods
employ a standard encoder-decoder framework (Cho et al.,
2014; Bahdanau et al., 2014), where the encoder encodes an
image into fixed vector representation and then the decoder
decodes them into a textual sequence. Several improve-
ments were seen in the recent years over earlier proposed
methods where visual features are upgraded with bottom-
up (Anderson et al., 2017) encoding, encoder-decoder archi-
tecture added with attention (Xu et al., 2015) and training is
achieved with reinforcement for sequence decoding (Ren-
nie et al., 2016). However, most of these methods fail to
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Human-Written Paragraph
A round wooden as a
has some brown

Generated (or GT) Scene Graph

Graph-to-Sequence

Figure 1. An example of graph-to-sequence from the image-
paragraph dataset. Rectangles represent objects, connections be-
tween objects represent their relationships and diamond represent
the attributes of the objects.

capture salient objects observed in the image and generate
textual sequences which are generic and simple. A possible
reason identified (Yao et al., 2018) is that visually grounded
language generation is not end-to-end and largely attributed
to the high-level symbolic reasoning. It is also observed
that the high-level reasoning is natural for humans as we in-
herently incorporate inductive bias based on common sense
or factual knowledge into language (Kennedy et al., 2007),
however, this is ineffective for vision conditioned textual
sequence generation due to gap between visual information
and language composition. This gap widens more when
longer textual sequences need to be generated when condi-
tioned on visual information.

In NLP, structured inputs (e.g., graph structures, table
data) are omnipresent as a representation of natural lan-
guage. Recently, several works (Beck et al., 2018) have
explored changing them into sequences for different appli-
cations (Song et al., 2018; Koncel-Kedziorski et al., 2019).
Inspired from it, we propose to incorporate graph structure
as an inductive bias for vision conditioned textual sequence
generation. This is achieved by abstracting visual informa-
tion (e.g., image) into a scene graph (Johnson et al., 2015)
to add complementary strength of symbolic reasoning to
multimodal learning. Scene graphs connect the visual ob-
jects, their attributes, and their relationships in an image by
directed edges. Figure 1 presents the visualization of the
overall idea.

However, the major challenge is embedding the scene graph
structure into vector representations for seamless integra-
tion into the encoder-decoder learning framework. Also,
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such representation should facilitate the sequence decoder
to generate longer sequences. Therefore, in this paper, we
introduce Sparse Graph-to-Sequence Transformer (SGST)
for embedding scene graph by understanding structured
sparsity and then decoding it into the textual sequence.
This approach builds upon Transformer (Vaswani et al.,
2017) encoder-decoder architecture as Transformer based
decoders (Radford et al., 2018; Yang et al., 2019b) have
already shown their ability to decode longer sequences, how-
ever, they are less explored in encoding graph structures.
Nevertheless, there has been some interest recently (Yun
et al., 2019; Zhu et al., 2019), but, many methods pro-
posed earlier to encode graphs into vector representa-
tion are mostly based on Graph Convolutional Networks
(GCN) (Kipf & Welling, 2016). We hypothize that SGST
is a more effective approach for our problem than GCN
as it performs global contextualization of each vertex than
focused portions in GCN (e.g., adjacent vertices) allowing
direct modeling of dependencies between any two nodes
without regard to their distance in the input graph. Further-
more, SGST incorporates sparse attention mechanism (Pe-
ters et al., 2019) in the self-attention of Transformer archi-
tecture allowing it to assign zero probabilities for irrelevant
graph vertices or tokens in a sequence. This aids SGST to
effectively encode graphs and decode longer sequences.

2. Vision-to-Sequence as Graph-to-Sequence
Learning

A standard approach for vision conditioned language genera-
tion is using a vision-language pair (v,y) € (V, ). We first
modify it as the graph-language pair i.e., (g,y) € (G,)),
where ¢ = (¢1,92,...,9m) is the set of m nodes de-
noting visual objects, relationships and attributes, while
y = (y1,Y2, ..., yn) is the target description with n tokens.
For learning, a language model decoder is conditioned on
a graph encoder to learn the parameter © for estimating
the conditional probability P(y|g; ©) using a log likeli-
hood as the objective function. The conditional probability
P(y|g; ©) can be factorized according to the chain rule
of probability: P(y|g; ©) = [1;—; P(yt|y<t, g; ©), where
1< denotes the preceding tokens before the index ¢.

3. Sparse Graph-to-Sequence Learning
3.1. Sparse Graph Transformer as Encoder

Our Graph Encoder is inspired by the self-attention use
of the Transformer on the sequential data. It can be seen
resembling GNN by replacing the token sequence as an un-
labeled directed acyclic graph (DAG). To ensure, all scene
graphs generated for images are unlabeled DAGs, we re-
place relations representing labels between vertices by new
vertices. Further, the new vertices are connected with the

object vertices such that the directionality of the former
edge is maintained. We also introduce a global vertex to
connect the entire graph.

Therefore, in the final graph G = (V, A), V embeds objects,
relationships, attributes and the global vertex into dense
vector representations (combined with their positional en-
codings), resulting in a matrix VO = [v;], v; € R, given as
input to the encoder. A denote the adjacency matrix showing
the connection between vertices. Now, each vertex represen-
tation v; is self-attended with the sparse graph multi-head
attention over the other neighbourhood vertices to which v;
is connected in the G. We use an N-headed self attention
setup, where IV independent attentions are calculated.

The self-attention in the Transformer is densely connected.
Given n query contexts and m sequence items under con-
sideration, attention computes, for each query, a weighted
representation of the items i.e., scaled dot-product attention
given in Equation 1.

-
Att(Q, K, V) = softmax (Qj% ) A% (1)

where Q € R"™*? contains representations of the queries,
K,V € R™*4 are the keys and values of the items attended
over, and d is the dimensionality of these representations.
For multiple heads (H;), Att is calculated separately.
Hi(Q K, V)=At(QWIKWEVWY) ()

727

However, we hypothize that adding sparsity to our graph
Transformer encoder at different levels is beneficial. There
are several advantages to it: (1) eliminate unnecessary ver-
tices that are still taken into consideration to a certain extent
for calculation of attention weights (Martins & Astudillo,
2016; Correia et al., 2019) (2) reduce memory and com-
putational requirements with factorizations of the attention
matrix (Child et al., 2019). We concentrate on the first
scenario and present more details in the following.

Sparse Graph Self-Attention For A;, the neighborhood
of v; in G, we compute the self-attention of a single head
using each vertex v; with vertices v; in a single-hop using
Equation 3.

Attg = Y Bi;W'v; 3)
JEN;

where WV € R?*? and 3;; is given by Equation 4.

Bi; = Normalize(v;, v;) @)

Further, to introduce sparse attention, we modify the
Normalize by simply replacing softmax with a-entmax in
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the attention heads. That is, softmax in Equation 1 is modi-
fied as follows.

Normalize(q;, k;) = a-entmax(z) (5)

The a-entmax(z) is given by Equation 6 (Blondel et al.,
2019) and z is provided by Equation 7.

a-entmax(z) = ReLU[(a — 1)z — Tl]]ﬁ (6)

.
g W qi(Wik;)
Vd

where q;, k; are query and key of v; and v; respectively.
7 is unique threshold and 1 is vector of all ones. For
the experiments, following (Peters et al., 2019), we fixed
a=1.5 and also used sparse attention with a different learned
a = 1 + sigmoid(att_scalar) € [1, 2] for the each attention
head (Correia et al., 2019). We tie all « values between
encoder-decoder and att_scalar € R is a parameter per at-
tention head.

)

Encoder Output (Attg ) of IV attention heads is concate-
nated and added to v; to attain ¥,;. Further, V; is passed
through different computations in the encoder to transform
into h§"¢ given as follows.

enc  __
heme =

v, =

LayerNorm(v; + LayerNorm(¥;))  (8)
TransFunction(LayerNorm(¥;)) )

Where TransFunction(x) is a two layer feedforward net-
work with a non-linear transformation between layers. To
increase the depth of network, blocks are stacked L times,
with the output of layer [ — 1 taken as the input to layer [,
so that vl = hf"c(lfl). Stacking multiple blocks allows
information to propagate through the graph.

3.2. Sparse Sequence Transformer as Decoder

Our sequence decoder is built on the principle of sequential
Transformer decoder. It predicts the next token y; given all
the previous tokens y; = y1, ..., yt—1. Context attention
C 1t is computed by performing sparse context attention for
single head over the output (h?nc(l)) of the graph encoder
and decoder hidden state (h¢¢) at each timestep ¢ given as
follows.

Cort = Z ,ijGhjnc(l) (10)
JEN;

where W& € R4 and v; is given by Equation 11 and is
further modified according to Equation 5.

7; = Normalize(h{*c, hjm(l)) (11)

We also modify the masked self-attention into masked
sparse sequence self-attention in the similar manner as
sparse graph self-attention. Due to space limitation, we
present overall architecture in the supplemental material.

4. Training and Inference

We use Transformer with L = 6 layers and H = 8
heads both for encoder and decoder. To optimize, we use
Adam (Kingma & Ba, 2014) with 82=0.98. Input embed-
dings and hidden size is set to 512 and batch size of 2048.
The TransFunction has an intermediate size of 2048. All
models are trained between 8 and 12 epochs. During infer-
ence, beam search is used with beam size = 5.

5. Experimental Setup
5.1. Dataset and Evaluation Metrics

To evaluate our proposed approach, we used the image
paragraph dataset (Krause et al., 2017) containing images
aligned with the textual sequences that are longer than an
usual sentence-level caption (e.g., MSCOCO (Lin et al.,
2014)) i.e., paragraph. The dataset contains 19,551 image-
paragraph pairs. On average, each paragraph has 67.5 words
and each sentence in the paragraph consists of 11.91 words.
Following the settings of (Krause et al., 2017), we split the
dataset into 14,575 images for training, 2,487 for validation
and 2,489 for testing. We evaluated image paragraph gener-
ation with the widely used language generation metrics such
as BLEU (Papineni et al., 2002), METEOR (Denkowski &
Lavie, 2014), and CIDEr (Vedantam et al., 2015).

5.2. Image Scene Graph Generation

Since all images from the image-paragraph dataset are part
of the Visual Genome (VG) dataset (Krishna et al., 2017).
We could have directly used the ground truth (GT) scene
graph annotations, i.e., objects and their pairwise relation-
ships along with attributes. However, to show that our
method can be applied to any image, we generated a scene
graph for the images using a trained model that can do
object proposal detection (to detect and classify objects),
relationship classification (classify relationships between
objects), and the attribute classification. To overcome the
noisy annotations present in the dataset, similar to (Yang
et al., 2019a) we filter and keep 305 objects, 103 attributes,
and 64 relationships to train our detector and classifiers.

To be specific, to train the object detector we used Faster-
RCNN (Ren et al., 2015) for extracting 36 Rol features in
similar manner as (Anderson et al., 2017). The detected
objects are further used as the input to the relationship clas-
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sifier (Zellers et al., 2018) to predict a relationship between
two objects and also attribute classifier to attain top-3 at-
tributes per object. Now, for each image using the predicted
objects, relationships, and attributes, an image scene graph
can be built.

6. Results and Discussion

Table 1 presents the automatic metrics comparison, while
Table 2 shows the language analysis performed to know the
choice of the vocabulary used by our models in paragraph
generation. From the automatic metrics presented in the
Table 1 we observe that the BLEU score which is dependent
on word overlap has only seen an improvement of around
8% when SGST (a-entmax) (w/ GT scene graphs) com-
pared against (Wang et al., 2019), while CIDEr that cares
about overall semantics of the generated paragraph has a
gain of 13.3%. Similarly, when we try to analyze the impact
of Table 2, we observe that it depicts the usage of grammar
in the generated paragraphs. In contrast to single sentence
generation, the paragraphs should have a smooth transition
between sentences having high coherence. In general, pro-
nouns capture such a transition well while verbs provide the
actions observed in the scene. We observe that our proposed
models produce more verbs and pronouns while generating
concise paragraphs (i.e., minimal average length).

Figure 2 shows an example paragraph generated by the base-
line SGST (softmax) and best approach SGST («-entmax)
using both GT and the generated scene graph. It is interest-
ing to observe that paragraph generated by both models are
highly relevant to the image. However, SGST (a-entmax)
generated a more coherent and brief paragraph with lesser
words.

Method C M B-4

(Karpathy & Fei-Fei, 2015) 11.06 1282 7.71

(Krause et al., 2017) 13.52 1595 8.69

(Liang et al., 2017) 20.36 1839 9.21

(Chatterjee & Schwing, 2018) 20.93 18.62  9.43

(Wang et al., 2019) 25.15 1882  9.67

w/ generated scene graphs

SGST (softmax) 2522 1895 9.84
SGST (1.5-entmax) 2546 19.01 9.86
SGST (a-entmax) 26.01 19.16 10.05
w/ GT scene graphs

SGST (softmax) 26.89 19.16 10.03
SGST (1.5-entmax) 27.51 1920 10.13
SGST (a-entmax) 28.50 19.25 1045

Table 1. Performance of our proposed methods in comparison with
other state-of-the-art using CIDEr (C), METEOR (M), and BLEU-
4 (B-4) measures on the image paragraph dataset. All values are
reported as percentage (%).

Method Avglen  StdDev N \Y% P
(words)  (words)

Baseline 70.47 17.67 2477 1353 2.13

w/ generated

(softmax) 57.33 14.01 26.00 1433 3.67

(1.5-entmax) 59.66 18.71 27.00 15.00 3.33

(c-entmax) 54.66 11.71 2533 15.00 3.33

w/ GT

(softmax) 62.00 14.93 27.00 15.67 4.00

(1.5-entmax) 61.33 16.19 2733 14.67 4.00

(a-entmax) 56.33 11.15 25.67 15.67 3.00

Table 2. Language Analysis is performed to comprehend the
choice of vocab used by our models in generation. Regions-
Hierarchical model from (Krause et al., 2017) is the baseline,
while AvgLen and StdDev denote the average number of words in
the paragraph and standard deviation of them respectively. N, V
and P are Nouns, Verbs and Pronouns observed in the paragraph.

Figure 2. Qualitative results of generated paragraphs (only partial
graph is shown w/o global vertex).

7. Conclusion and Future Work

We have presented SGST, treating vision-to-sequence as
graph-to-sequence learning. We encode images into scene
graphs and condition on them for long textual sequence
generation. Our experiments show that our proposed ap-
proach can effectively encode scene graphs for generating
paragraphs. In future, we plan to investigate the impact of
leveraging graph reasoning while encoding scene graph con-
stituents into vectors. Further, we also aim to find the impact
of sparse attention on the attention heads and compare the
performance with GCN encoders.
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